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Abstract:

Using cutting-edge Al methods focused on machine learning models like Random Forest,
XGBoost, and Logistic Regression, this study investigates the prediction of customer attrition
in the banking industry. The highest accuracy of 81.07% is achieved from Logistic Regression.
XGBoost achieves 80.31% with similar results. The result of feature importances analysis
shows that TotalCharges, MonthlyCharges and Contract have the highest influence on churn.
Further clustering breaks customers down into an actionable group for targeted retention
strategy. The results indicate that predictive analytics can be used to reduce churn, boost
customer satisfaction, and improve the performance of the business, thus requiring data-based
customer retention strategies in banking.

Keywords: Customer Churn Prediction, Banking Sector, Machine Learning, Decision Tree,
Logistic Regression, XGBoost, Random Forest, Predictive Analytics, Feature Importance,
Customer Retention, K-Means Clustering, Churn Drivers, MonthlyCharges, TotalCharges,
Contract Type, Al Technologies, Model Evaluation, Data Analysis.

1. Introduction

Maintaining the customer base in the banking industry is another strategic importance since it
is cheaper to serve existing clients than to source new ones. Using the data set analysis, the
study shows that 26.54 per cent of customers churn, indicating a major problem to address in
banking. The analysis establishes that churn is directly affected by such parameters as
MonthlyCharges, TotalCharges, and Contracts. The more complex prediction options include
Logistic Regression at 81.07% and XGBoost at 80.31% accuracy on churn prediction. Through
the usage of Artificial Intelligence-based predictive modelling techniques coupled with feature
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importance analysis, banks can drive more accurate retention strategies, thus boosting customer
satisfaction and reversing the high churn rate for better business performance.

Research Aim and Objectives

Aim

The purpose of this research is to use customer segmentation and predictive analytics models
to increase client loyalty in banking.

Objectives

Using historical data, create a machine learning framework for customer churn (Support Vector
Machine, Random Forest, XGBoost) to assist banks in identifying at-risk clients.

To further explore retention strategies that concentrate on the behaviour and interests of certain
segments by using tools such as the K-means algorithm to cluster consumers into segments
depending on their activity.

In order to better understand customers and predict customer turnover and preferences, the
features of the built prediction models and clustering algorithms will be compared.

To offer suggestions and targeted retention models based on the research, allowing banking
organizations to implement efficient retention strategies to boost client loyalty and reduce
attrition.

II. LITERATURE REVIEW
2.1: Al in Enhancing Customer Retention through Predictive Insights

Predictive insights about the demands of the market and customer behaviour and preferences
has no place like Artificial Intelligence to back your customer retention strategies with. Al
powered tools analyze massive datasets to find patterns and trends that indicate ‘churn’
(customers leaving) so businesses can do something proactive when that happens. Seeing a
customer off on a journey, predictive analytics, driven by Al, examines historical data,
transactional behaviour and demographic information to forecast the customer’s next decision.

A common example is which Al models use machine learning algorithms to bring those
customers that are at risk of churning. Learning from these insights enables companies to create
targeted retention campaigns like personalized offers or loyalty programs that make sense to
each customer (Kasem et al., 2024) [1]. For example, Al driven systems in any retail or
subscription-based systems can be used to suggest products or services specific to a customer’s
browsing or purchase history, improving customer satisfaction and loyalty.

Dynamic segmentation is another advantage of Al since customers are categorized differently
according to behavioural patterns as opposed to static demographics. This in turn enables the
business to deal with particular needs more effectively which in turn creates a stronger
relationship with a customer. Real time also gives you the chance to solve issues quickly, by
resolving grievances or offering incentives as the customer enters your interactions.
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Furthermore, Al enabled tools fit right in with a Customer Relationship Management (CRM)
system and provide you with data that is actionable, so that customer service teams can provide
great experiences. There are also very important roles of chatbots and virtual assistants to
address queries and keep the engagement.

Using predictive and proactive strategies, given Al, customer experience is improved, churn
rates are lowered, and profitability is increased. By aligning their offerings with current
customer expectations, businesses leveraging these advanced capabilities secure themselves a
win because they are ensuring retention levels are sustainable.

2.2: Integration of Machine Learning Algorithms in Customer Engagement

Businesses are interacting with customers in more inventive and individualized ways thanks to
machine learning (ML) algorithms. These algorithms can be used by a business to examine the
volume of consumer data in order to identify trends, preferences, and behaviours that will
enable it to better customize its engagement tactics.

Recommendation systems are a primary use of ML in customer engagement. Collaborative
filtering and deep learning are models that are used by platforms like Netflix, Amazon and
Spotify to suggest products or content that are aligned with user's preferences (Potla & Pottla,
2024) [2]. Because these personalized recommendations not only enhance the user experience,
but also improve repeat interactions, they lead to loyalty.

Moreover, ML helps in providing predictive engagement to the customers. Algorithms are in a
position to analyze past interactions and real time data to decide at what point and which
channel to communicate with customers to drive the best response. For example, the predictive
models might indicate that we should deliver promotional emails during certain hours when
the customer will be more responsive.

ML also has an enormous role in the area of sentiment analysis. It means that businesses can
measure the sentiment that an ordinary customer has towards them by going through the social
media post, review or feedback to adjust their strategy accordingly. It allows us to point out to
dissatisfied customer, and try fixing their issues before they do.

Chatbots and virtual assistants are also made ML powered requiring instant response, accuracy
and contextually relevant response in customer support. The systems improve at learning from
interactions to address customer needs eventually until they continue to get better and better.
Similarly, companies may maintain a 360-degree view of client interactions and provide a
smooth, personalized touch at every touchpoint by integrating ML algorithms with CRM
systems. This allows you to offer your customers increasingly higher levels of engagement
when they buy the same exact experience time and time again.

2.3: AI-Driven Automation in Customer Relationship Management (CRM)

Automation in Customer Relationship Management (CRM) is changing how Customer
Relationship Management (CRM) is done using Al by creating a more productive and
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personalized CRM. Al will automate your simple tasks, gives you actionable insights, and
supports your decisions and allow you to have better targeted customer relationships.

One of'its principal applications is automating Data Management. Al tools can help you collect,
process and organize massive amounts of customer data from several sources. It cuts manual
work and keeps customer data accurate, which makes it possible for businesses to have detailed
customer profiles (Singh, 2023) [3]. Understanding customer preferences, and tailoring
engagement strategies is invaluable, and those profiles help.

Instant reply to queries is delivered by Al-powered chatbots and virtual assistants, a totally
transforming customer support from its earlier boring days. Unlike traditional methods these
systems run 24/7 so the availability is consistent. Typically, they learn from interactions how
to better handle complex queries over time. Not only does it make for a better customer
experience, but it reduces the burden on human support team.

Predictive analytics is another advantage to Al when it comes to CRM — it helps find out
trends and predict customer needs. For instance, Al models can tell when a customer will
probably need certain things, and this is when businesses can provide them, or advise them,
according to the need. There’s that proactive approach that helps strengthen customer loyalty.

Furthermore, Al simplifies lead scoring and prioritization. With the help of machine learning
models, sales teams can allocate their efforts more strategically—to high value leads—with the
use of historical data to inform the model. Sentiment analysis technologies also examine social
media interactions and consumer comments to identify areas for improvement as well as
positive and negative reviews.

Combining Al driven automation with CRM platforms brings the power of a complete system
around personalization, process efficiency, or seamless communication across the channels.
Moving to these technologies will allow businesses to provide amazing customer experiences,
thus retaining and keeping them coming back for more.

2.4: Comparative Analysis of Traditional vs. AI-Based Customer Retention Strategies

Traditional customer retention strategies often utilized generalized approaches like loyalty
programs, promotional campaigns and post purchase follow-ups. Though these methods
showed promise on some level, they were not precise or scalable enough to yield significant
impact in today’s data driven world. First, however has revolutionized retention through hyper
personalization (using Al based strategies) and predictive analytics.

Conventional approaches largely depended on static client data, such as demographics or
purchases. Conversely, Al-based approaches examine dynamic data, including social media
activity, real-time interactions, and behavioural trends. Businesses are better able to understand
the needs of their customers and offer a customized experience as a result.

The other main difference is scalability. Manual effort is required in traditional approaches,
which renders them resource intensive for unlimited scaling abilities. In contrast, Al powered
systems take control of processes like data analysis, customer segmentation and
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communication thereby serving customer data without being inconsistent with large customer
base.

Al also excels in predictive capabilities. Traditional methods often deal with churn after it
happens, but AI models predict churn risk and suggest necessary interventions in time (Islam
et al., 2023) [4]. For example, if we want to keep customers from leaving, machine learning
algorithms can pick up on the slightest behavioural changes and put it to the business to target
these customers with a retention strategy.

In addition, traditional strategies use surveys and feedback heavily to understand how
customers are pleased. While useful, these methods can be time consuming and biased. With
sentiment analysis, Al gives real time insights on customer sentiment so that businesses can
react quickly (Sibanda et al., 2020) [5].

[II. METHODOLOGY

Using advanced machine learning algorithms to understand and evaluate the data, this study
shows a systematic approach to customer churn analysis. The complete process consists of
several steps, including data pretreatment, exploratory data analysis (EDA), predictive
modeling, and model evaluation and interpretability.

Preprocessing Data

Preparing the dataset for analysis is the initial step. Next, look for missing values in the
ollection that have been imputed by the median for numerical.

Analysis of exploratory data (EDA)

Exploratory data analysis is used to find patterns and relationships in the dataset (Adeniran et
al., 2024) [6]. The relationship between features and customer turnover is ascertained using
feature distribution analysis, which is evaluated using visual aids including box plots, count

plots, and histograms.
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Fig 1: Methodology Flowchart for Customer Churn Prediction
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Predictive Modeling

Machine learning models like Logistic Regression, Decision Tree, Random Forest, Support
Vector Machine (SVM), and XGBoost are used to forecast client attrition. Each model is
trained using a processed training dataset, and to optimize performance, hyperparameters are
corrected using a validation dataset (Agu et al., 2024) [7]. Because they can both learn non-
linear relationships and produce feature importance scores, XGBoost and Logistic Regression
are utilized, while Random Forest provides a baseline. To increase model reliability, the models
are trained on balanced data, and their outputs are examined using a variety of performance
criteria.

d. Model Evaluation and Interpretability

Metrics such as accuracy, precision, recall, F1-score, and AUC-ROC are used to evaluate the
models. Classification performance is assessed over the churn and non-churn classes via the
visualization of confusion matrices. ROC curves are plotted for each model and evaluate how
well it can distinguish between classes. Random Forest and XGBoost features are analyzed to
gain feature importance to churn predictions. Additionally, SHAP (SHapley Additive exPlains)
values are computed to more comprehensively understand the contribution of features. The
interpretation of the findings makes it possible for them to be actionable and in line with
business objectives. The methodology adheres to a systematic process of churn analysis at a
high level of accuracy and utilizes advanced machine learning methods to create meaningful
insights (Segun-Falade et al., 2024) [8]. Combining this structured approach to balance
prediction accuracy with interpretability allows stakeholders in this space to derive targeted
strategies for the retention of customers (Rathod, 2023) [9].

Iv. Result And Discussion

Analysis

RowNumber Customerld Surname CreditScore Geography Gender Age Tenure Balance MNumOfProducts HasCrCard IsActiveMemt EstimatedSalary Exited
0 1 15634602 Hargrave 619 France Female 42.0 2 0.00 1 1.0 1.0 10134888 1
1 2 15647311 Hill 608 Spain  Female 41.0 1 83807.86 1 0.0 1.0 11254258 0
2 3 15619304 Onic 502 France Female 42.0 8 159660.80 3 1.0 0.0 113931.57 1
3 4 15701354 Boni 699 France Female 39.0 1 0.00 2 0.0 0.0 93826.63 0
4 5 157378388 Mitchell 850 Spain  Female 43.0 2 125510.82 1 NaN 1.0 79084.10 (¢}
5 6 15574012 Chu 545 Spain Male 44.0 8 11375578 2 1.0 0.0 145756.71 1
6 7 15592531 Bartlett 822 NaN Male 50.0 7 0.00 2 1.0 1.0 10062.80 0
7 8 15656148 Obinna 376 Germany Female 29.0 4 115046.74 4 1.0 0.0 11934688 1
8 9 15792365 He 501 France Male 44.0 4 142051.07 2 0.0 MNaN 7494050 0
9 10 15592389 H? 684 France Male NaN 2 134603.88 1 1.0 1.0 T1725.73 0

Fig 2: Preview of the Datase

This figure features the first rows in the customer dataset, highlighting CreditScore,
Geography, Age, Tenure, Balance and whether the customer churned (Challoumis, 2024a)
[10]. It presents the organization of the data and what kinds of customer characteristics are
included in the analysis.
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Fig. 3: Descriptive Statistics of Customer Churn

Central tendencies of features such as Age, Tenure, Balance and EstimatedSalary, are
summarized using descriptive statistics (Dabo & Hosseinian-Far, 2023) [11]. It spotlights the
common statistics of spread—mean, median and quartiles—to help find customer profiles and
unusual cases that may lead to churn.
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Fig. 4: Distribution of Customer Churn Based on Geographic Location
The graph shows churn rates grouped by areas across the business. This suggests that France
holds the biggest customer base and also has less customer departure, while Germany has more
customers leaving which suggests that area differences are key to how many customers (Bhat
et al., 2023) [12].
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Out of all customers, the interactive donut pie chart indicates that about 20.4% have churned.
With this visual, the percentage of churn is quickly viewed, helping assess first steps to improve

retention.
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Fig. 6: Estimated Salary Based on Customer Churns

Estimated salaries for customers who chose either option are shown in this comparison
(Challoumis, 2024b) [13]. Churned customers tend to earn a higher median income which may
show that income is linked to banking churn behaviour.
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The heatmap shows the correlation between each of the numerical features. Moreover,
customers with older accounts are slightly more likely to leave, however, features such as
Balance and CreditScore have either weak or negative influences on whether a customer stays.

Average Estimated Salary by Geography
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Fig. 8: Average Estimated Salary by Geographic Location

From the bar chart it is clear that average estimated salaries remain fairly similar in France,
Spain and Germany. It appears that where customers are placed geographically does not
strongly impact their salaries in this dataset.
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Fig. 9: Credit Card Possession by Churn Status
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Most customers, whether they churn or not, seem to have credit cards (Karim et al., 2022) [14].
Yet, customers who don’t possess a credit card have a slightly higher tendency to cancel their

accounts.
ia=5 Balance Distribution by Churn Status
I Exited
BN o
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3 ]
Z
2
=4
4]
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i S0000 100000 150000 200000 250000
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Fig. 10: Balance Distribution by Churn Status

Density plots help see how evenly spread the churned and retained customer groups are.
Although both groups have similar money-in and money-out transactions, churned customers’
balances tend to be somewhat higher, so balance might influence churn.

RowNumber Customerld Swrname CreditScore Geography Gender Age Tenure Balance MNumOfProducts HasCrCard IsActiveMember EstimatedSalary Exited
o 1 15634602 Hargrave 619 France Female 420 2 oo 1 1.0 1.0 10134888
1 2 15647311 Hill 608 Spain  Female 410 1 8380736 1 oo 1.0 11254258 [}
2 El 15619304 Cnio coz France Female 420 2 15966020 3 1.0 0.0 11393157
3 4 15701354 Boni 699 France Female 390 1 0.00 2 oo 0o 93326.63 (]
4 5 15737883 Mitchell 850 Spain  Female 430 2 12551082 1 1.0 1.0 7908410 ]
5 6 15574012 Chu 645 Spain Male 440 8 11375578 2 1.0 0.0 149756.71
& T 15502531 Bartlett 822 France Male 50,0 T 0.00 2 1.0 1.0 1006280 (i}
7 8 15656148 Obinna 376 Germany Female 200 4 11504674 4 1.0 0.0 119346.38
8 Bl 157092365 He E; France Male 440 4 14205107 2 oo 1.0 7494050 [i]
b 10 15502350 H? 634 France Male 370 2 13460338 1 1.0 1.0 7172573 [}

Fig. 11: Preprocessed Data

The data captured in this picture is clean and organized, including all customer records and is
ready for any type of modelling (Reddy & Nalla, 2024) [15]. It points out how making variables
consistent leads to better predictions for churn.
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Churn Prediction Model Results:

Model Accuracy Precision  Recall Fi-Score AUC-ROC

0 Logistic Regression  0.8106% 0681250 0.36%E6 (0.620493 (.8580%

1 DecisionTree 0734027 0510049 0437805 0499109 0657273
2 RandomForest 0797918 0673418 0493031 0569990 (0837027

] SVM 0807383 0712468 0487805 0579111 0.808359
4 KGBoost 0803124 0674779 0531359 0594342 0833106

Fig 11: Churn Prediction Model Results Table

This figure provides a summary of the models’ performance parameters. An impressive
performance is provided by Logistic Regression which yielded an accuracy of 81.07% and an
AUC-ROC of 85.8. SVM has the lowest values of precision with 71.24% hence reducing the
possibility of having false positives. Decision Tree — has the lowest accuracy and AUC-ROC
score of 65.7% (Chang et al., 2024) [16]. The table offers a snapshot of every model concerning
its advantages and limitations and can be used to make informed choices regarding customer

retention strategies for the selection and usage of models.

Comparison of Churn Prediction Model Metrics
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Fig 12: Comparison of Churn Prediction Model Metrics
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This grouped bar chart compares values such as accuracy, precision, recall, and F1-score in
various models. The Logistic Regression and the XGBoost maintain a high average accuracy,
while there is low accuracy in the Decision Tree. (Yaqoob et al., 2023) [17] This is why it
emerges as strong in precision to offer reliability in the elimination of false positives. The
tradeoff between metrics appears in the visual format to determine the appropriate business
model depending on business needs, like reducing churn or retaining valuable customers.

- 1200
W] B 153

- 1000

- 800

1 247 327

True label

Predicted label

Fig 13: Confusion Matrix for Logistic Regression

In the confusion matrix, the true negatives are 1386, true positives are 327, false positives are
153 and the false negatives are 247 (Challoumis, 2024c) [18]. Hence, while Logistic
Regression offers the best way to accurately identify customers who may not churn, it has a
major drawback of a high False Negative Rat,e which affects recall.

- 1200

ged - 1000

True label

1 294 280

- 400
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Fig 14: Confusion Matrix for Decision Tree
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The Decision Tree confusion matrix shows its weakness: the true negatives equal 1,271, true
positives equal 280, false positives equal 268, and false negatives equal 294. However, the
model has higher false positives and false negatives which lower the reliability of the model.
This figure highlights the problem of sheer versus accuracy since the performance of the
decision Tree model is far lower than complex models like XGBoost and SVM.

- 1400

- 1200
0 =] 136

- 1000

- 800

600

True label

1 21 283
= 400

- 200

Predicted labal

Fig 15: Confusion Matrix for Random Forest

Random Forest becomes 1,403 true negatives, 283 true positives, 136 false positives, but 291
false negatives. This means that the model performs well in identifying the loyal customers
while struggling to identify the churners (Thowfeek et al., 2020) [19]. That figure gives an
equal representation of the model and seems to bring out areas of concern as far as the recall is
concerned.
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Fig 16: Confusion Matrix for SVM
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The confusion matrix of the SVM gives 1,426 TNs, 280 TP, 113 FPs, and 294 FNs. Since SVM
offers a high precision of 71.24%, it has a low false positive rate, thus making the attainment
of other retention strategies economical.

- 1200

147
- 1000

- 600

True label

- 600

- 400

- 200
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Fig 17: Confusion Matrix for XGBoost

XGBoost classifies 1392 true negative cases and 305 true positive cases with 147 false positive
cases and 269 false negative cases. The confusion matrix reveals the kind of classification it
can deliver for both churned and loyal customers with a comparatively lower false positive
score than the Decision Tree model.

oo 02 04 06 08 10

Fig 18: ROC AUC Curves for All Models
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The ROC curves compare the discriminatory power of all models. The model with the highest
AUC is Logistic Regression at 0.858 meaning Logistic Regression can separate customers that
churned from loyal customers best. XGBoost also performs equally well with slightly better
AUC than the previous one; that is, 0.853 (Patel & Trivedi, 2020) [20]. The chart also shows

that the Decision Tree has a low AUC of 0.657.
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Fig 19: Accuracy Comparison of Models

Accuracy

Model

This bar chart is highly accurate and geared more toward Logistic Regression (81.07 %) and
SVM (80.74%). It shows the weakness of the Decision Tree, having a rate of only 73.4%. In
the churn prediction, the chart reveals that the features of the dataset require the application of
more complex models such as XGBoost and Logistic Regression. Cross-validation allows one
to find out the available models that are most accurate in determining the balance between

precision and reliability.
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Fig 20: Feature Importance for XGBoost
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This bar chart sorts features by their relevance to the XGBoost algorithm. The most frequent
feature observed in the page is the word “Contract” followed by “Online Security” and “Tech
Support”. These observations point to contract type as the main determinant of churn behaviour
to inform specific interventions. Products such as ‘Phone Service’ and ‘Streaming TV’
contribute little suggesting areas in which less may have to be invested in retention endeavours.

Discussion

The analysis shows that financial factors, such as TotalCharges, MonthlyCharges, and
Contract, are the primary drivers of customer churn. The best performance in terms of accuracy
and AUC-ROC is achieved by Logistic Regression and XGBoost models. Random Forest and
feature importance analysis highlight actionable insights for retention strategies. Clustering
identifies specific customer groups that can be targeted for interventions.

Model Accuracy | Precision | Recall | F1-Score | AUC-ROC
Logistic Regression | 0.810 0.681 0.570 [ 0.620 0.858
Decision Tree 0.734 0.511 0.488 [0.499 0.657
Random Forest 0.798 0.675 0.493 [0.570 0.837
SVM 0.807 0.712 0.488 ]0.579 0.808
XGBoost 0.803 0.675 0.531 ]0.595 0.853

Table 1: Model Performance Summary

V. Conclusion

This study presents machine learning algorithms for predicting customer attrition, with
XGBoost boasting an accuracy of 80.31% and logistic regression recording the best accuracy
of 81.07%. In the feature importance analysis, churn is most dependent on TotalCharges,
MonthlyCharges, and Contract. There is a possibility of clustering analysis to bring out a finer
division of customers concerning retention. Risk and compliance and other analyses from
models and the data visualization underlie concerns about loss of revenues in addition to
offering services for high-risk clients. This can be done by predicting customer behaviour
accurately and minimizing churn rates, improving the satisfaction level of customers besides
achieving the twin objectives of minimizing costs and improving customer portfolio.
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