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1. Introduction

Singularly perturbed discrete systems (SPDSs) occur in engineering and applied
mathematics. Contrary to the continuous-time counterpart, they could be char-
acterized by numerous models (see [3], [12], [13], [14], [15], [16]). The details
on the recent progress of the theory and applications of SPDSs can be found
from the survey paper [3] and the references therein. In this article we study a
class of nonlinear SPDS introduced in [6] and [9],

z(t+1) =cef ((t),y(t),e 1),
tely 1, 1
A A A v ®
where ¢ is a small real parameter, and Iy = {0,1,--- , N}, N a positive integer.

Let F(In,X) and G(In,Y) denote the space of all mappings of Iy into the
Banach spaces (X, |.||) and (Y, |.]]), respectively, U := F(In,X) x G(In,Y) X
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(=1,1) x Iy; the mappings f : Y — X and g : U — Y are supposed to be
n-differentiable in their arguments. In the next section, we associate to (1) two
known boundary conditions

z(t=0)=ale), ylt=N)=7p@). (2)

For sufficiently small values of the perturbation parameter ¢, we study the
existence and uniqueness of a solution (x(t¢,¢),y(t,¢)), t € In, and we seek its
asymptotic expansion

z(t,e) = 2(t)O + ex(t)D + - + ez (t)™ + O(enY),

y(t.2) = ()@ + ey(OD + - + My () + O ), 3)

by using an algorithmic technique we developed firstly for perturbed differ-
ence equations (see [10], [11], [16], [17], [18], [19]). Recently, many researchers
have studied discrete versions of boundary value problems (BVPs) (see [1],
[4], 5], [8]), and applications of two-point BVP algorithms arise in pollu-

tion control problems, nuclear reactor heat transfer and vibration. For an
6k1+k2+“‘+kpf(x1,xz,---,xp)

k k E
8x116x22---81pp

abbreviated writing, we denote the partial derivative

by DDk ... Dy f.

2. Main Result

This section contains the main results of the article, we describe the algorithmic
procedure providing the asymptotic solutions. For |¢| < § < 1, we assume that
the boundary values a(e) and 3(g), have the asymptotic representations

ae) = a® £ eaq) 4. L eng) 4 O(E”"’l), )
/6(0) +€/B(1) +"'+En,3(n) +O(En+1). ( )

™

—
™

S~—
I

2.1. Reduced Problem

By setting the small parameter to zero in (5)—(6), results the lower order sub-
system, said reduced problem

{ 2Ot +1) =0,

teln_q, 5
YOt 1+ 1) = g (20 (8), y O (2),0,1) , N-1 5)

2@(0) =a(0),  yO(N)=5(0). (6)
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It is seen that the states (9 (¢),1 <t < N, are fixed
100) = a0), (1) =20(2) = -+ = 2O (V) =0, (7)
whereas the states y(©)(t),0 < t < N, satisfy the recurrence

{ y(o)(l) =9 (a(0)>y(0) (t)70>0) ’ (8)
y Ot +1) =g (0,yO(¢),0,t), 1 <t < N -1, yO(N) = 5(0),

which needs only the final value to be solved backwards, thus the boundary
layer occurs at the initial value (%) (0) = a(0). To resolve BVP (5)—(6), we
assume the following hypothesis.

H1 Dyg (z(t),y(t),0,t) #0, V(z,y) e X xY, t=0,...,N—1

Proposition 1. If H1 holds, then BVP (5)—(6) has a unique solution.
2.2. Preliminaries

We use the notation

X = (2(0),y(0), z(1),y(1), ..., z(N),y(N)),
thus system (1)—(2) can be written in the form F (g, X') = 0, where
Fo:(—1,1) x X2N+2 _, x2N+2 (9)

*7:(6?‘)() = (fO (57‘)()790 (€¢X)>"'7fN (€¢X)>QN (57‘)())7

A AT

tE,X t+1 g xT Y t7 B B
g (e, X) =yt +1)—g(x(t),y(t),e,t), t=20, , N —1.
g (6, 2) = y(N) - A(2).

For a sufficiently small parameter ¢, with Hypothesis H1 and other appropriate
assumptions, the classical Implicit Function Theorem [2] assures the existence
of a function

[(e) = (do(e), Yo(e), ¢1(e), ¥1(e), - - o (e), ¥n (€)),
of class C™, such that F (¢,T'(¢)) = 0. Therefore, we have

Ger1(e) = ef (du(e), the(e) &, 1)
{ Yiya(e) = (¢( ), vi(e), €, 1), beIn-1, (10)



242 T. Zerizer

¢o(e) = ale), ¥n(e),= B(e). (11)

We aim to determine the coefficients of the polynomial expansions (Taylor/Mac-
laurin)

@@=@®+%%@Hﬁfxm+ +;;mm+awﬁ,
diss v o i, 1 (12)
Yi(e) = ¥e(0) + 724 (0) + 5 daat (0) + -+ S5 G(0) + O(e™ ),

therefore, we have to find explicitly the sequential differentiation of (10). It is
achieved in the following Lemma by using the formula of Faa di Bruno [7].

Lemma 2. Suppose that ¢ and v satisfy (10), and that all necessary
derivatives are defined. Then we have for n > 2,

n!DPLDP2DP3 1, H?_f(—d%tgo) )dit (—did’t.(o) V432 §;

d"¢i41 o et et Nt i= i X
cls]21 (0) - ZO Zl e anl H:';_ll (iFi H:;_dll H?:1 i !d (13)
d™ et 0 =Y,3,% n! DY D?p?mxl‘[&ﬂ%)qn (%)%2& (14)
det 0t " T DR T T g ’
where the coefficients k;, ¢;; and pj, i = 0,--- ,n, j = 1,2,3, are all nonnegative

integer solutions of the Diophantine equations

Yo — ki +2ky+ -+ 0k, =mn,
Zi—>Qi1+qi2—|—qi3:ki, i=1,2,---,n,

. 15
k=pi+pe+ps=Fki+ke+- - +ky,
and
Jt = [(#:(0),%¢(0),0,%), gt := g (¢:(0),7(0),0,1), (16)
() 43 ]-7 1=1 Vo g3 = 07
e ( ) { 0, 122 A q3#0. (17)

Proof. We expand Faa Di Bruno’s Formula into (10), and we verify by
induction

dn dn— 1

I — (ef (Be(e), Yu(e),€,1)) [e=0 = ey (f (Pu(e), ¥ule),6,8)) [e=0.  (18)

O
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2.3. Description of the Method

We find an algorithmic process giving the coefficients of (3) when we substitute,
into (13) and (14), for 0 <t < N,1=0,1, by

1d'gry
il det

1dey

O +1) = :

2D (t+1) =

(0). (19)

Zero order approximation coefficients refer to the sequence solution of the re-
duced problem (5)—(6), thus 2(©) (¢) verify (7) and hypothesis H1 allows com-
puting y@(t) from (8). For first order coefficients, we obtain the forward
recurrence

z(0) =, 2W(1) = £ ((0),5(0),0,0), (20)
Wt +1) = f(0,5(t),0,t), 1 <t <N,

and the difference equation

yO () = [Dag?)  yD (¢ + 1) — D1g{¥2 W (1) — D3g”],

yO(N) = 50 .

which may be solved backwards with the final value. For second order develop-
ment, we determine (%) () by straightforward computation from the difference
equation

2@ (0) = a®),

22
e@(t+1) = let(o)l‘(l)(t) + D2ft(0)y(1)(t) + D3ft(0), teln_i, (22)

then we can calculate y(©) () backwards from the recurrence

y<2><> (D29~ [y@ (t+1) - Dlg“’) @ () — L D2g"
0 0
~3010l” (¢ V0)" = 503" (yO(0)° = DiDag W) )
—DyD3gVy <><> D1 Dyg” 2D (1)y D (1)),
y@(N) = gO),

In general, to find the n order coefficients, first we perform the forward iteration

(M (0) = o,
P1 pP2 pP3 (O) Tyn—1 () ()it (y (D) (1)) %2 5; 24
W +1) =, Y, PP Hgi:llricg (f?,“(y DL (24)
i=1 Jj=14"
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then after we solve backwards the difference equation

Yy () = [Dag” ] [y (t + 1) — D1gea™ (1)
BSOS D’”D”2D§3gtxH??(x(z;(t»qu (v (1)) %2 (8;)%3 ! (25)
L [T TT=q a5t
yM(N) = fn).

The following theorem illustrates the effectiveness of the suggested algorithm.

Theorem 3. If HI holds, there exists € > 0, such that for all |e] < e,
the boundary value problem (1)—(2) has a unique solution which satisfies (3);
the coefficients (0 (t), y©(t), 2z (t), yD(t), 2P (1), yP (), 2™ (t), y™(t),
are found following the ordered iterative process (7), (8), (20), (21), (22), (23),
(24), (25), respectively.

Proof. Let F ()E ) = (5,.7-" (2? )) where DF denotes its jacobian matrix,
X = (g, &), |e| <6 < 1. We have from hypothesis H1

det DF ( ) H Dyg ( <0>(t),o,t) £ 0
which justifies that at
X0 = (0,29(0), 5 (0), 2 1),y (1), 2@ (N), O (V) ,

the inverse of DF exists and (5)—(6) has a unique solution. We can choose
¢ > 0 such that, if |X — X©)|| < &, we have

|DF (%) ~ DF (#) | < %II (pr (22“))))*1 I, (26)
since DF is continuous. Let € = %H (DF (23(0)>>_1 |1, the mapping
O, (X)) = X — (DF (22“”))71 (F(X) - T)

is a contraction from B (2\?(0),5) to itself, when |¢] < € and ||7|| < e. Then

Q; has a unique fixed point X. Therefore for 7 fixed, [|7]| < e, there ex-

ists a umque X such that |X¥ — XO|| < ¢, and 7 = F(X), ie., F is 1-to-
1 from F~1(B(0,¢)) into B(0,€). Suppose that |g| < e, therefore, we have
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(€,0,---,0) € B(0,¢), there exists a unique (¢,I'(¢)) in B (X

(€,0,---,0) = F(e,T'(¢)), where I'(e) = (¢o(e),%o(e),- -, dn(e), ¥n(e)). W

proved that |e| < ¢, there exists a unique ¢(g) such that F(e,I'(e)) = 0, then
BVP (1)—(2) has a unique solution. In addition, as are F and F~!, the function
I'is C™ (—¢,€), and Lemma 2 gives its derivatives. O

& ) such that
, th

Iterative problems given above are defined for all order if f and g are smooth
functions and the asymptotic developments for the boundary conditions are
convergent.

H2 Assume that Ha || < 6” 18D < 5, A and B are constants.

Theorem 4. If assumptions H1 and H2 hold, and f is a smooth function,
then there exists € > 0, for all |e| < €, the boundary value problem (1)—(2) has
a unique solution which satisfies

fo” M), y(t,e) = ié‘”y(n)
n=0

where 20 (1), yO(t), 20 (1), yD (1), 2@ (1), y®(2), 2" (1), y™ (1), are the
solutions of the problems (7), (8 ) (20), (21), (22), (23), (24), (25), respectively.

3. Conclusion

We have addressed a two-time-scale nonlinear discrete system. A BVP has been
analyzed using the perturbation method and an iterative algorithm is given to
find asymptotic solutions at any order. The same technique can be helpful for
the IVP since it has the advantage to suppress time scales generating error
accumulation, and provides reliable results with few iterations.
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