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Abstract: The purpose of the present study is to compare the efficiency of
test statistics in testing the differences between two dependent datasets apply-
ing a regression framework with centered independent variable values. Com-
parisons of the efficiency of the test statistics, namely the tRCM

b∗0
, the Wilcoxon

matched-pairs signed-ranks test, and the Paired sample t-test, are made with
the correlation coefficients, the sample sizes, and the ratio of mean different be-
tween the two datasets being varied. Simulations of the test statistics apply a
Monte Carlo technique and are repeated 1,000 times. The research results show
that the efficiency in controlling Type I errors of the Wilcoxon matched-pairs
signed-ranks test and the Paired t-test is high under all scenarios, while that
of the tRCM

b∗0
is high only in case the rxy is not excessively high, that is, under

0.80. In contrast, the power of the test of the latter is significantly higher than
the former under all scenarios.
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1. Introduction

The primary purpose of a comparison of the mean difference between two in-
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dependent datasets, such as the mean difference of the dependent variable of a
control group and an experimental group, is to identify whether the indepen-
dent variable differently affects the dependent variable. This can be conducted
using two methods: a t-test and a regression analysis. For the t-test, the two
datasets under investigation need to comprise an independent variable in the
form of categorical, discrete data and a dependent variable in the form of quan-
titative, continuous data. For the regression analysis, the independent variable
of the control group is assigned a dummy value of 0, and the independent vari-
able of the experimental group a dummy value of 1. A product of this type of
analysis is a regression equation with the value of the y-intercept equaling the
mean of the dependent variable of the control group and the regression coeffi-
cient, i.e. the slope, equaling the rate of the change in the dependent variable
y resulting from a 1-unit change in the independent variable x. It can thus
be concluded that in comparing the mean difference between two independent
datasets, the t-test and the regression analysis are along similar lines [9]. In
the case of homogeneity of variance, the t-test can take the form of an analysis
of variance, in which the independent variable serves as the treatment variable
and the extraneous variable has to be controlled in order to prevent its effects
on the dependent variable [10]. In research involving a comparison of the mean
difference between two datasets that are dependent or bear a one-to-one rela-
tionship, the data for each of the corresponding pairs have to be collected under
the same condition. It important that the data be treated in a stringent man-
ner not only to ensure the similarities within each of the corresponding pairs
but also to highlight the differences across pairs. Non-parametric test statis-
tics for such a purpose include the Wilcoxon matched-pairs signed-ranks test
proposed by Wilcoxon in 1949 [6] and [14], while parametric ones include the
Paired sample t-test, sometimes called the dependent t-test. In the Paired sam-
ple t-test, an analysis is performed to determine whether the mean difference
between two datasets equals 0. Additionally, each of the subjects or entities is
measured twice in paired observations. One common application of the Paired
sample t-test is a case-control study using a repeated measures design, espe-
cially a pre-test, post-test design, in which the intervention is assumed to lead
to an outcome measure improvement in a causal manner. One drawback of this
approach of evaluation is that a counterfactual inference drawn from it may
be weak [15],[3] and [5] due to the effect of a confounding variable, such as
history, maturation, instrumentation, subject selection, and test effects, on the
change in a dependent variable. However, confounding variables do not con-
stitute the emphases of the present study. Additionally, such variables can be
dealt with using certain measures. For instance, those difficult to control may
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be regarded as independent variables that also need to be examined. Alterna-
tively, confounding variables may be controlled statistically using an analysis
of covariance to lessen the differences between the two datasets and ensure that
only the experiment results in an outcome measure improvement or change
[2]. Therefore, the present study aims to compare the efficiency of three test
statistics, namely the tRCM

b∗0
, the Wilcoxon matched-pairs signed-ranks test, the

Paired sample t-test, in testing the differences between two dependent datasets
applying a regression framework with centered independent variable values [4].
The correlation coefficients, the sample sizes, the ratio of mean different and
the ration of variance between the two data sets are varied. The ultimate objec-
tive of this research is to assess the weakness inherent in the pre-test, post-test
design associated with the Paired sample t-test under the assumption that the
background knowledge of the subjects, manifesting itself in the form of pre-test
scores, has a significant effect on the mean difference between the two datasets.

2. Methodology

2.1. The classical Paired sample t–test

The Paired sample t-test, sometimes called the dependent sample t-test, is a
statistical procedure used to determine whether the mean difference between
two sets of observations is zero. In a paired sample t-test, each subject or entity
is measured twice, resulting in pairs of observations. Common applications
of the paired sample t-test include pretest-posttest designs. The relationship
between the variables is written as

yi = xi + di, (1)

where xi is the pre-test, yi is the post-test, di = yi−xi is the difference between
post-test (yi) and pre-test (xi), which xi, yi, di are normal distribution x ∼

N(µx, σx), y ∼ N(µy, σy) and d ∼ N(µd, σd) respectively. We know di = yi−xi,
so that

σ2
d = σ2

y + σ2
x − 2Cov(x, y). (2)

Since, Cov(x, y) = ρxy

√

σ2
xσ

2
y , so that

σ2
d = σ2

y + σ2
x − 2ρxyσxσy. (3)
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At the same time σ2
d̄
=

σ2
d

n , so that

σ2
d̄ =

σ2
y + σ2

x − 2ρxyσxσy

n
, (4)

or

σd̄ =

√

σ2
y + σ2

x − 2ρxyσxσy

n
. (5)

2.2. Simple linear regression and center model

In the regression analysis, the simple linear regression model is given by

yi = β0 + β1xi + εi, (6)

where yi is dependent variable, xi is independent variable, β0, β1 are unknown
parameter or regression coefficient, εi is random error [11]. In some cases, the
model (6) is very useful when measuring the independent variable around its
mean (xi − x̄). The model in equation (6) is written as

yi = β0 + β1(xi − x̄) + β1x̄+ εi,

yi = β∗

0 + β1(xi − x̄) + εi, where β∗

0 = β0 + β1x̄. (7)

The sum of square of error is given by

S(β∗

0 , β1) =

n
∑

1

e2i =

n
∑

i=1

(yi − β∗

0 − β1(xi − x̄))2.

To minimize S(β∗

0 , β1), this expression differentiated with respect to β∗

0 and β1,

the derivative is set equal to zero
∂S(β∗

0 ,β1)
∂β∗

0
= 0 and

∂S(β∗

0 ,β1)
∂β1

= 0, the least

square estimator of β∗

0 and β1 are b∗0 = ȳ and b1 =
Sxy

Sxx
, under the assumption

that E(εi) = 0, V ar(εi) = σ2, Cov(εi, εj) = 0, E(b∗0) = β∗

0 , E(b1) = β1,

V ar(b∗0) =
σ2

n , V ar(b1) =
σ2

Sxx
. Similarly, if the model is in the form of paired

sample t-test that the subject or the entity is measured twice , where yi = xi+di
or di = yi−xi. Let di = yi−xi be the dependent variable, and the independent
variables that affect to di is xi − x̄. So, the regression model is

di = β∗

0 + β1(xi − x̄) + εi. (8)
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The least square estimator of β∗

0 is b∗0 = d̄ [8], [12] and [1]. Therefore, the mean
different tests between the two related groups are equal to 0 is testing β∗

0 = 0

or testing intercept =0 . The test statistic is in the form of tRCM
b∗0

=
b∗0
σ∗

b0

, where

RCM represent the Regression Center Model, σ2
b∗0

= 1
n×

SSE
n−2 . From [4], the SSE

will be smaller than the case of regression that does not consider the covariate.
Because replace the error ei = (yi−xi)−(ȳ−x̄) with ei = (yi−x̄)−(d̄+β1(xi−x̄)),
and the variance of any predicted value without the term involving the deviation
from mean of x since the mean of x is 0 . This is written as

σ2
b∗0

=
1

n
(
SSE

n− 2
), (9)

σ2
b∗0

=
1

n
(

∑n
i=1[(yi − x̄)− (ȳ − x̄)− β1(xi − x̄)]2

n− 2
), (10)

σ2
b∗0

=
1

n
(

∑n
i=1[(yi − ȳ)− β1(xi − x̄)]2

n− 2
), (11)

σ2
b∗0

=
1

(n)(n− 2)
(

n
∑

i=1

[(yi − ȳ)2 − 2(yi − ȳ)β1(xi − x̄) + β2
1(xi − x̄)2]), (12)

σ2
b∗0

=
1

(n)(n − 2)
(

n
∑

i=1

[y2i − 2yiȳ + ȳ2 − 2yiβ1(xi − x̄) + 2ȳβ1(xi − x̄)

+ β2
1(x

2
i − 2xix̄+ x̄2)]),

(13)

σ2
b∗0

=
1

(n)(n− 2)
(

n
∑

i=1

y2i − 2

n
∑

i=1

yiȳ +

n
∑

i=1

ȳ2 − 2β1

n
∑

i=1

xiyi

+ 2β1

n
∑

i=1

yix̄+ 2β1

n
∑

i=1

xiȳ − 2β1

n
∑

i=1

x̄ȳ + β2
1

n
∑

i=1

x2i

− 2β2
1

n
∑

i=1

xix̄+ β2
1

n
∑

i=1

x̄2),

(14)

σ2
b∗0

=
1

(n)(n− 2)
(

n
∑

i=1

y2i − 2nȳ2 + nȳ2 − 2β1

n
∑

i=1

xiyi

+ 2nȳβ1x̄+ 2nȳβ1x̄− 2nȳβ1x̄+ β2
1

n
∑

i=1

x2i − 2β2
1nx̄

2 + β2
1

n
∑

i=1

x̄2),

(15)
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σ2
b∗0

=
1

(n)(n− 2)
(

n
∑

i=1

y2i − nȳ2 − 2β1

n
∑

i=1

xiyi + β2
1

n
∑

i=1

x2i ). (16)

In the term of population, we can rewrite the σ2
b∗0

as

σ2
b∗0

=
1

(n)(n)
(

n
∑

i=1

y2i − nȳ2 − 2β1

n
∑

i=1

xiyi + β2
1

n
∑

i=1

x2i ), (17)

σ2
b∗0

=
1

(n)
(

∑n
i=1 y

2
i

n
− ȳ2 −

2β1
∑n

i=1 xiyi

n
+

β2
1

∑n
i=1 x

2
i

n
). (18)

Which can be reformatted into
∑n

i=1 y
2
i

n − ȳ2 is variance of y , and at the same

time, we consider at x̄ = 0,
∑n

i=1 x
2
i

n is a variance of x, and
∑n

i=1 xiyi
n is a

Cov(xi, yi). So, we can rewrite the σ2
b∗0

as

σ2
b∗0

=
1

n
(σ2

y − 2β1Cov(xi, yi) + β2
1σ

2
x), (19)

σ2
b∗0

=
1

n
(σ2

y − 2β1β1σ
2
x + β2

1σ
2
x), (20)

σ2
b∗0

=
1

n
(σ2

y − 2β2
1σ

2
x + β2

1σ
2
x), (21)

σ2
b∗0

=
1

n
(σ2

y − β2
1σ

2
x), (22)

σ2
b∗0

=
1

n
(σ2

y − (ρxy
σy

σx
)2σ2

x), (23)

σ2
b∗0

=
1

n
(σ2

y − ρ2xyσ
2
y). (24)

So, the variance of b∗0 is

σ2
b∗0

=
1

n
(σ2

y − ρ2xyσ
2
y). (25)
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2.3. Comparing the standard deviation of d̄ or σd̄ in the case of

Paired sample t-test and σb∗0 of regression center model

Let σ2
x = 10 and σ2

y = 40, and let rxy be varied from 0.05 to 1.00 and n be
varied from 5 to 100. When the σb∗0 of regression center model, as shown in Fig.
1(a), and the σd̄ of Paired sample t-test, as shown in Fig. 1(b), it is found that
the value of the σb∗0 is lower than that of the Paired sample t-test. In addition,
σb∗0 when the values of n and rxy rise, the values of the σb∗0 of regression center
model and the σd̄ of Paired sample t-test decline. Also, when the ratio between
the σb∗0 and the σd̄, as shown in Fig. 1(c), is taken into account, it is found that
σb∗

0
σd̄

< 1 under almost all scenarios. Thus, the test statistic for testing the mean

different between two dependent datasets is t = d̄
√

σ2
y+σ2

x−2ρxyσxσy

n

in the Paired

sample t-test and testing intercept β∗

0 = 0 in regression center model, where

the test statistic can be represented as tRCM
b∗0

= d̄
√

(σ2
y−ρ2xyσ

2
y)

n

. One principle

in constructing a test statistic is the effect of the variance of an estimator
on its efficiency. In case the variance of the estimator is excessively low, the
value of the test statistic will become excessively high, increasing the chance of
hypothesis rejection. The next section will detail the ability to control Type
I error and the power of the test of the tRCM

b∗0
, the Wilcoxon matched-pairs

signed-ranks test, and the Paired sample t-test under different scenarios.
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Figure 1: (a) Illustrate σb∗0 of regression center model when rxy be
varied from 0.05 to 1.00 and n be varied from 5 to 100. (b) Illustrate
σd̄ of Paired sample t-test when rxy be varied from 0.05 to 1.00 and

n be varied from 5 to 100. (c) Illustrate the ratio of
σb∗

0
σd̄

when rxy be

varied from 0.05 to 1.00 and n be varied from 5 to 100.

3. Simulation study

The purpose of this study is to compare the performance of three test statistics
(Wilcoxon matched pairs signed-ranks test, Paired sample t-test, tRCM

b∗0
) for

comparing the differences between 2 groups of data that are related or not
independent from one another. The ability for control Type I error and power
the test are considered. The procedures of simulation study are as follows:

1. Data distribution patterns: X is the first data set or pre-test: Y is the
second data set or post-test, X and Y are related at different levels, and rxy be
varied from 0.05 to 1.00. The procedure for generating variable are as follows:

1.1. Generate X1 and X2 from the standard normal distribution.
1.2. Let X3 be a linear combination of X1 and X2 by X3 = rxyX1 +
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√

(1− r2xy)X2.

1.3. Let X = µ1 + σ1X1 and Y = µ2 + σ2X3, so that now X and Y have a
correlation rxy [13].

2. Under the null hypothesis (H0) when it is true, let µ1 = µ2 = 10, σ2
1 = 10

and σ2
2 = 40.

3. When the alternative hypothesis (H1) true, let µ2 = rµ1, where µ1 = 10,
r=1.3 and r=1.5, σ2

1 = 10 and σ2
2 = 40.

4. Let the sample sizes n=10, 20,30, 40 and 50.

5. Calculate three test statistics values and the probabilities of Type I error,
i.e. rejecting the null hypothesis (H0) when it is true, and the power of the test,
i.e. rejecting (H0) when it is false, are calculated from 1,000 replications.

6. The control of Type I error employs the test statistic Z in conducting
a two-tailed test [7], where α represents the occurrence of Type I error, α̂

represents the estimated value of the occurrence of Type I error, α0 represents
Type I error determined for this research, i.e. α = 0.01 and α = 0.05, n
represents the number of replications determined for the present study, i.e.
1,000.

The test hypotheses are H0 : α = α0 and H1 : α 6= α0 , and the test statistic
is Z = α̂−α0

√

α0(1−α0)
n

. Therefore, if the estimated value of the occurrence of Type I

error α̂ ∈ [α0 − Zα/2

√

α0(1−α0)
n , α0 + Zα/2

√

α0(1−α0)
n ], it can be assumed to be

able to control this type of error. The finding indicates that the control ranges
of Type I error when α = 0.01 and α = 0.05 are [0.002,0.018] and [0.036, 0.063],
respectively.

4. Results

A comparison of the ability to control Type I errors of the Wilcoxon matched-
pairs signed-ranks test, the Paired sample t-test, and the tRCM

b∗0
shows that

the first two are efficient under all scenarios, while the latter does not perform
well in case the value of rxy is excessively high. Specifically, the ability of the
tRCM
b∗0

to control Type I errors deteriorates when n=10, 20, 30, 40, and 50 at the
significance level of α=0.01 in case the value of reaches 0.90, 0.85, 0.85, 0.80,
and 0.80, respectively. In a similar vein, its ability to control Type I errors falls
when n=10, 20, 30, 40, and 50 at the significance level of α=0.05 in case the
value of rxy hits 0.90, 0.85, 0.85, 0.80, and 0.80, respectively. The findings are
displayed in Tables 1-5 and Fig. 2-3.
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In contrast, a comparison of the power of the test of the Wilcoxon matched-
pairs signed-ranks test, the Paired sample t-test, and the tRCM

b∗0
demonstrates

an opposite tendency. That is, the power of the test of the tRCM
b∗0

is distinctively
the highest at the significance level of α = 0.01 when n=10, 20, 30, 40, and 50 in
case the mean difference between the two datasets takes the form of µy=1.3µx

and the value of rxy is varied from 0.10 to 0.95, followed by that of the Paired
sample t-test and the Wilcoxon matched-pairs signed-ranks test, respectively.
A further analysis at the significance level of α=0.05 also yields similar results.
Additionally, the power of the test of all the three test statistics is higher in
case the value of rxy and the sample sizes from the two datasets increase. The
findings are illustrated in Tables 6-10. Similarly, the power of the test of the
tRCM
b∗0

is still significantly higher than that of the Paired sample t-test and
the Wilcoxon matched-pairs signed-ranks test at the significance level of both
α=0.01 and α=0.05 when n=10, 20, 30, 40, and 50 in case the mean difference
between the two datasets takes the form of µy =1.5µx and the value of rxy is
varied from 0.10 to 0.95. Also, the power of the test of the tRCM

b∗0
reaches 1.000

across all the rxy values in case the sample sizes from the two datasets are 20
or over. The findings are shown in Tables 11-15 and Fig. 4-5.
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Figure 2: Illustrate the ability to control Type I error of the test
statistics Wilcoxon matched pairs signed-ranks test, Paired sample
t -test , and tRCM

b∗0
, α = 0.01 and rxy be varied from 0.10 to 0.95 :

(a) n=10, (b) n=20, (c) n=30, (d) n=40 and (e) n=50.

Table 1: Probabilities of rejection when H0 is true (µx = µy) of the test
statistics Wilcoxon matched Pairs signed-ranks test, Paired sample t-test and
tRCM
b∗0

, sample size n = 10, rxy be varied from 0.10 to 0.95, α = 0.01 and
α = 0.05.
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n rxy α=0.01 α=0.05
W Paired tRCM

b∗0
W Paired tRCM

b∗0
10 0.10 0.008 0.005 0.016 0.052 0.050 0.045

0.15 0.010 0.013 0.014 0.046 0.060 0.058
0.20 0.010 0.011 0.011 0.045 0.049 0.046
0.25 0.010 0.010 0.013 0.046 0.056 0.046
0.30 0.011 0.011 0.008 0.051 0.049 0.047
0.35 0.007 0.009 0.012 0.048 0.053 0.056
0.40 0.011 0.011 0.007 0.048 0.055 0.047
0.45 0.007 0.012 0.015 0.040 0.053 0.044
0.50 0.012 0.014 0.004 0.042 0.062 0.044
0.55 0.013 0.009 0.012 0.050 0.054 0.046
0.60 0.011 0.007 0.006 0.046 0.052 0.058
0.65 0.013 0.010 0.014 0.048 0.050 0.037
0.70 0.015 0.006 0.010 0.052 0.046 0.051
0.75 0.007 0.009 0.013 0.043 0.047 0.056
0.80 0.010 0.009 0.011 0.049 0.042 0.062
0.85 0.011 0.007 0.017 0.045 0.040 0.064*
0.90 0.008 0.006 0.019* 0.044 0.054 0.064*
0.95 0.017 0.017 0.019* 0.053 0.050 0.066*
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Figure 3: Illustrate the ability to control Type I error of the test
statistics Wilcoxon matched pairs signed-ranks test, Paired sample
t -test , and tRCM

b∗0
, α = 0.05 and rxy be varied from 0.10 to 0.95 :

(a) n=10, (b) n=20, (c) n=30, (d) n=40 and (e) n=50..
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Table 2: Probabilities of rejection when H0 is true (µx = µy) of the test
statistics Wilcoxon matched Pairs signed-ranks test, Paired sample t-test and
tRCM
b∗0

, sample size n = 20, rxy be varied from 0.10 to 0.95, α = 0.01 and
α = 0.05.

n rxy α=0.01 α=0.05
W Paired tRCM

b∗0
W Paired tRCM

b∗0
20 0.10 0.005 0.011 0.017 0.035 0.055 0.061

0.15 0.010 0.008 0.013 0.045 0.047 0.061
0.20 0.013 0.005 0.009 0.049 0.051 0.052
0.25 0.006 0.012 0.017 0.044 0.053 0.046
0.30 0.009 0.015 0.006 0.050 0.039 0.047
0.35 0.007 0.007 0.011 0.051 0.048 0.053
0.40 0.017 0.016 0.010 0.038 0.050 0.039
0.45 0.012 0.011 0.010 0.037 0.051 0.046
0.50 0.009 0.008 0.009 0.062 0.047 0.045
0.55 0.010 0.007 0.011 0.044 0.045 0.048
0.60 0.009 0.010 0.009 0.042 0.055 0.055
0.65 0.014 0.014 0.006 0.036 0.047 0.056
0.70 0.014 0.016 0.013 0.049 0.052 0.052
0.75 0.004 0.015 0.014 0.062 0.052 0.055
0.80 0.011 0.011 0.016 0.044 0.057 0.059
0.85 0.009 0.008 0.019* 0.052 0.050 0.064*
0.90 0.007 0.007 0.019* 0.048 0.046 0.064*
0.95 0.009 0.008 0.020* 0.055 0.045 0.065*
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Table 3: Probabilities of rejection when H0 is true (µx = µy) of the test
statistics Wilcoxon matched Pairs signed-ranks test, Paired sample t-test and
tRCM
b∗0

, sample size n = 30, rxy be varied from 0.10 to 0.95, α = 0.01 and
α = 0.05.

n rxy α=0.01 α=0.05
W Paired tRCM

b∗0
W Paired tRCM

b∗0
30 0.10 0.013 0.014 0.011 0.047 0.055 0.061

0.15 0.009 0.011 0.016 0.051 0.057 0.060
0.20 0.016 0.004 0.015 0.044 0.049 0.057
0.25 0.005 0.010 0.009 0.038 0.044 0.062
0.30 0.009 0.012 0.009 0.051 0.054 0.051
0.35 0.012 0.010 0.013 0.052 0.050 0.062
0.40 0.012 0.006 0.012 0.054 0.045 0.054
0.45 0.008 0.007 0.011 0.049 0.049 0.055
0.50 0.006 0.007 0.008 0.051 0.037 0.049
0.55 0.010 0.011 0.011 0.063 0.053 0.039
0.60 0.009 0.005 0.012 0.042 0.051 0.050
0.65 0.009 0.009 0.013 0.053 0.057 0.063
0.70 0.013 0.008 0.011 0.048 0.057 0.049
0.75 0.010 0.014 0.011 0.050 0.055 0.061
0.80 0.015 0.009 0.013 0.048 0.047 0.064*
0.85 0.008 0.009 0.019* 0.042 0.056 0.064*
0.90 0.006 0.015 0.019* 0.048 0.048 0.065*
0.95 0.009 0.010 0.020* 0.044 0.046 0.065*
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Table 4: Probabilities of rejection when H0 is true (µx = µy) of the test
statistics Wilcoxon matched Pairs signed-ranks test, Paired sample t-test and
tRCM
b∗0

, sample size n = 40, rxy be varied from 0.10 to 0.95, α = 0.01 and
α = 0.05.

n rxy α=0.01 α=0.05
W Paired tRCM

b∗0
W Paired tRCM

b∗0
40 0.10 0.006 0.015 0.013 0.053 0.049 0.059

0.15 0.008 0.015 0.012 0.052 0.048 0.054
0.20 0.011 0.014 0.010 0.046 0.059 0.062
0.25 0.007 0.007 0.015 0.047 0.051 0.048
0.30 0.011 0.015 0.016 0.053 0.048 0.061
0.35 0.007 0.004 0.015 0.050 0.043 0.052
0.40 0.011 0.008 0.010 0.043 0.046 0.049
0.45 0.007 0.013 0.012 0.053 0.055 0.054
0.50 0.014 0.006 0.008 0.048 0.051 0.061
0.55 0.004 0.017 0.008 0.049 0.043 0.044
0.60 0.008 0.005 0.012 0.049 0.056 0.051
0.65 0.014 0.010 0.009 0.043 0.056 0.056
0.70 0.008 0.008 0.015 0.047 0.059 0.057
0.75 0.006 0.009 0.013 0.047 0.051 0.063
0.80 0.012 0.008 0.019* 0.051 0.054 0.064*
0.85 0.011 0.013 0.019* 0.049 0.055 0.064*
0.90 0.007 0.012 0.020* 0.042 0.051 0.065*
0.95 0.013 0.010 0.020* 0.035 0.048 0.065*
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Table 5: Probabilities of rejection when H0 is true (µx = µy) of the test
statistics Wilcoxon matched Pairs signed-ranks test, Paired sample t-test and
tRCM
b∗0

, sample size n = 50, rxy be varied from 0.10 to 0.95, α = 0.01 and
α = 0.05.

n rxy α=0.01 α=0.05
W Paired tRCM

b∗0
W Paired tRCM

b∗0
50 0.10 0.011 0.009 0.013 0.047 0.042 0.059

0.15 0.005 0.010 0.016 0.047 0.041 0.060
0.20 0.009 0.013 0.011 0.047 0.052 0.050
0.25 0.013 0.011 0.016 0.041 0.044 0.044
0.30 0.010 0.015 0.008 0.040 0.054 0.055
0.35 0.009 0.008 0.011 0.041 0.045 0.052
0.40 0.009 0.012 0.009 0.044 0.049 0.051
0.45 0.008 0.010 0.009 0.052 0.042 0.049
0.50 0.012 0.007 0.008 0.052 0.058 0.042
0.55 0.009 0.011 0.014 0.047 0.046 0.047
0.60 0.015 0.010 0.006 0.063 0.048 0.062
0.65 0.008 0.007 0.011 0.051 0.047 0.042
0.70 0.007 0.013 0.016 0.054 0.046 0.050
0.75 0.010 0.010 0.008 0.042 0.048 0.062
0.80 0.009 0.010 0.019* 0.037 0.063 0.064*
0.85 0.006 0.016 0.019* 0.048 0.053 0.064*
0.90 0.015 0.011 0.019* 0.044 0.061 0.064*
0.95 0.013 0.013 0.020* 0.051 0.048 0.065*
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Table 6: Probabilities of rejection when H0 is not true (µy = 1.3µx) of the
test statistics Wilcoxon matched pairs signed-ranks test, Paired sample t-test
and tRCM

b∗0
, sample size n = 10, and rxy be varied from 0.10 to 0.95, α = 0.01

and α = 0.05.

n rxy α=0.01 α=0.05
W Paired tRCM

b∗0
W Paired tRCM

b∗0
10 0.10 0.084 0.083 0.414 0.218 0.260 0.739

0.15 0.073 0.076 0.419 0.243 0.279 0.735
0.20 0.088 0.092 0.443 0.245 0.266 0.743
0.25 0.096 0.085 0.448 0.272 0.317 0.772
0.30 0.097 0.106 0.456 0.293 0.290 0.789
0.35 0.106 0.108 0.486 0.309 0.302 0.792
0.40 0.113 0.116 0.500 0.304 0.312 0.813
0.45 0.110 0.119 0.525 0.308 0.331 0.840
0.50 0.130 0.132 0.569 0.343 0.333 0.871
0.55 0.115 0.117 0.606 0.351 0.372 0.874
0.60 0.152 0.161 0.643 0.357 0.381 0.907
0.65 0.178 0.164 0.737 0.392 0.418 0.908
0.70 0.165 0.180 0.764 0.442 0.442 0.952
0.75 0.188 0.197 0.801 0.462 0.467 0.977
0.80 0.216 0.223 0.889 0.490 0.529 0.987
0.85 0.248 0.267 0.965 0.524 0.562 0.996
0.90 0.303 0.344 0.992 0.580 0.602 0.998
0.95 0.349 0.370 0.999 0.682 0.688 1.000
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Table 7: Probabilities of rejection when H0 is not true (µy = 1.3µx) of the
test statistics Wilcoxon matched pairs signed-ranks test, Paired sample t-test
and tRCM

b∗0
, sample size n = 20, and rxy be varied from 0.10 to 0.95, α = 0.01

and α = 0.05.

n rxy α=0.01 α=0.05
W Paired tRCM

b∗0
W Paired tRCM

b∗0
20 0.10 0.199 0.246 0.880 0.447 0.456 0.986

0.15 0.239 0.255 0.900 0.475 0.480 0.982
0.20 0.231 0.231 0.910 0.466 0.491 0.981
0.25 0.254 0.256 0.914 0.487 0.488 0.984
0.30 0.262 0.294 0.920 0.521 0.542 0.983
0.35 0.291 0.335 0.927 0.550 0.576 0.993
0.40 0.281 0.310 0.945 0.588 0.599 0.990
0.45 0.342 0.357 0.951 0.619 0.624 0.995
0.50 0.330 0.373 0.970 0.626 0.631 0.997
0.55 0.378 0.401 0.979 0.662 0.668 0.998
0.60 0.431 0.430 0.993 0.671 0.684 0.999
0.65 0.449 0.466 0.993 0.709 0.744 1.000
0.70 0.478 0.511 0.994 0.770 0.779 1.000
0.75 0.568 0.575 0.998 0.777 0.791 1.000
0.80 0.607 0.653 1.000 0.835 0.846 1.000
0.85 0.667 0.698 1.000 0.867 0.874 1.000
0.90 0.730 0.749 1.000 0.896 0.918 1.000
0.95 0.812 0.830 1.000 0.948 0.966 1.000
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Table 8: Probabilities of rejection when H0 is not true (µy = 1.3µx) of the
test statistics Wilcoxon matched pairs signed-ranks test, Paired sample t-test
and tRCM

b∗0
, sample size n = 30, and rxy be varied from 0.10 to 0.95, α = 0.01

and α = 0.05.

n rxy α=0.01 α=0.05
W Paired tRCM

b∗0
W Paired tRCM

b∗0
30 0.10 0.371 0.413 0.989 0.662 0.652 0.997

0.15 0.415 0.428 0.984 0.673 0.673 0.999
0.20 0.410 0.437 0.988 0.653 0.661 0.999
0.25 0.440 0.449 0.996 0.690 0.706 0.999
0.30 0.438 0.495 0.993 0.732 0.738 1.000
0.35 0.493 0.499 0.999 0.759 0.761 1.000
0.40 0.498 0.520 0.999 0.781 0.788 1.000
0.45 0.528 0.545 0.999 0.789 0.799 1.000
0.50 0.598 0.596 0.999 0.839 0.840 1.000
0.55 0.627 0.657 0.999 0.869 0.852 1.000
0.60 0.648 0.684 1.000 0.888 0.879 1.000
0.65 0.701 0.737 1.000 0.948 0.895 1.000
0.70 0.740 0.769 1.000 0.913 0.928 1.000
0.75 0.806 0.821 1.000 0.942 0.949 1.000
0.80 0.831 0.850 1.000 0.944 0.972 1.000
0.85 0.874 0.916 1.000 0.969 0.972 1.000
0.90 0.928 0.950 1.000 0.990 0.992 1.000
0.95 0.980 0.982 1.000 0.996 0.996 1.000
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Table 9: Probabilities of rejection when H0 is not true (µy = 1.3µx) of the
test statistics Wilcoxon matched pairs signed-ranks test, Paired sample t-test
and tRCM

b∗0
, sample size n = 40, and rxy be varied from 0.10 to 0.95, α = 0.01

and α = 0.05.

n rxy α=0.01 α=0.05
W Paired tRCM

b∗0
W Paired tRCM

b∗0
40 0.10 0.486 0.504 0.998 0.737 0.787 1.000

0.15 0.532 0.550 0.999 0.753 0.792 1.000
0.20 0.547 0.601 0.999 0.809 0.833 1.000
0.25 0.582 0.626 0.999 0.819 0.841 1.000
0.30 0.643 0.657 0.999 0.831 0.837 1.000
0.35 0.657 0.693 1.000 0.847 0.866 1.000
0.40 0.680 0.689 1.000 0.894 0.887 1.000
0.45 0.701 0.749 1.000 0.907 0.921 1.000
0.50 0.761 0.765 1.000 0.918 0.926 1.000
0.55 0.793 0.793 1.000 0.923 0.938 1.000
0.60 0.819 0.826 1.000 0.947 0.954 1.000
0.65 0.865 0.889 1.000 0.950 0.961 1.000
0.70 0.893 0.901 1.000 0.971 0.979 1.000
0.75 0.913 0.938 1.000 0.986 0.984 1.000
0.80 0.949 0.953 1.000 0.992 0.995 1.000
0.85 0.957 0.967 1.000 0.994 0.996 1.000
0.90 0.981 0.986 1.000 0.994 0.997 1.000
0.95 0.992 0.996 1.000 0.998 1.000 1.000
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Table 10: Probabilities of rejection when H0 is not true (µy = 1.3µx) of the
test statistics Wilcoxon matched pairs signed-ranks test, Paired sample t-test
and tRCM

b∗0
, sample size n = 50, and rxy be varied from 0.10 to 0.95, α = 0.01

and α = 0.05.

n rxy α=0.01 α=0.05
W Paired tRCM

b∗0
W Paired tRCM

b∗0
50 0.10 0.615 0.696 0.999 0.846 0.871 1.000

0.15 0.640 0.688 1.000 0.859 0.881 1.000
0.20 0.702 0.714 1.000 0.892 0.898 1.000
0.25 0.732 0.768 1.000 0.888 0.940 1.000
0.30 0.761 0.765 1.000 0.910 0.910 1.000
0.35 0.760 0.819 1.000 0.915 0.940 1.000
0.40 0.812 0.817 1.000 0.945 0.947 1.000
0.45 0.830 0.873 1.000 0.944 0.946 1.000
0.50 0.852 0.865 1.000 0.960 0.963 1.000
0.55 0.885 0.892 1.000 0.973 0.983 1.000
0.60 0.914 0.932 1.000 0.976 0.982 1.000
0.65 0.932 0.933 1.000 0.988 0.992 1.000
0.70 0.941 0.953 1.000 0.989 0.994 1.000
0.75 0.982 0.976 1.000 0.998 0.998 1.000
0.80 0.985 0.985 1.000 0.999 0.999 1.000
0.85 0.994 0.996 1.000 0.999 1.000 1.000
0.90 0.997 0.999 1.000 1.000 1.000 1.000
0.95 1.000 1.000 1.000 1.000 1.000 1.000
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Table 11: Probabilities of rejection when H0 is not true (µy = 1.5µx) of the
test statistics Wilcoxon matched pairs signed-ranks test, Paired sample t-test
and tRCM

b∗0
, sample size n = 10, and rxy be varied from 0.10 to 0.95, α = 0.01

and α = 0.05.

n rxy α=0.01 α=0.05
W Paired tRCM

b∗0
W Paired tRCM

b∗0
10 0.10 0.223 0.248 0.883 0.505 0.534 0.985

0.15 0.252 0.270 0.896 0.531 0.576 0.990
0.20 0.282 0.304 0.912 0.570 0.590 0.991
0.25 0.280 0.291 0.920 0.596 0.580 0.995
0.30 0.302 0.305 0.937 0.596 0.613 0.996
0.35 0.301 0.325 0.948 0.623 0.640 0.997
0.40 0.329 0.344 0.953 0.675 0.654 0.998
0.45 0.349 0.393 0.955 0.682 0.680 0.999
0.50 0.400 0.407 0.972 0.713 0.727 0.999
0.55 0.427 0.422 0.984 0.731 0.748 0.999
0.60 0.449 0.464 0.991 0.776 0.788 1.000
0.65 0.517 0.523 0.991 0.807 0.817 1.000
0.70 0.537 0.551 0.994 0.800 0.841 1.000
0.75 0.597 0.631 0.999 0.870 0.874 1.000
0.80 0.623 0.686 1.000 0.899 0.916 1.000
0.85 0.692 0.720 1.000 0.928 0.935 1.000
0.90 0.787 0.783 1.000 0.956 0.954 1.000
0.95 0.833 0.865 1.000 0.976 0.980 1.000
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Table 12: Probabilities of rejection when H0 is not true (µy = 1.5µx) of the
test statistics Wilcoxon matched pairs signed-ranks test, Paired sample t-test
and tRCM

b∗0
, sample size n = 20, and rxy be varied from 0.10 to 0.95, α = 0.01

and α = 0.05.

n rxy α=0.01 α=0.05
W Paired tRCM

b∗0
W Paired tRCM

b∗0
20 0.10 0.656 0.666 0.951 0.865 0.872 1.000

0.15 0.689 0.700 0.962 0.871 0.909 1.000
0.20 0.691 0.733 0.963 0.890 0.905 1.000
0.25 0.710 0.753 0.965 0.918 0.919 1.000
0.30 0.742 0.786 0.972 0.910 0.927 1.000
0.35 0.792 0.791 0.981 0.929 0.938 1.000
0.40 0.800 0.826 0.987 0.935 0.940 1.000
0.45 0.813 0.856 0.988 0.955 0.959 1.000
0.50 0.845 0.851 0.994 0.958 0.971 1.000
0.55 0.874 0.909 0.997 0.976 0.973 1.000
0.60 0.909 0.918 0.999 0.981 0.990 1.000
0.65 0.931 0.939 0.999 0.986 0.992 1.000
0.70 0.950 0.954 1.000 0.997 0.991 1.000
0.75 0.971 0.974 1.000 0.998 0.998 1.000
0.80 0.986 0.986 1.000 0.999 1.000 1.000
0.85 0.993 0.996 1.000 1.000 1.000 1.000
0.90 0.997 0.998 1.000 1.000 1.000 1.000
0.95 1.000 1.000 1.000 1.000 1.000 1.000
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Table 13: Probabilities of rejection when H0 is not true (µy = 1.5µx) of the
test statistics Wilcoxon matched pairs signed-ranks test, Paired sample t-test
and tRCM

b∗0
, sample size n = 30, and rxy be varied from 0.10 to 0.95, α = 0.01

and α = 0.05.

n rxy α=0.01 α=0.05
W Paired tRCM

b∗0
W Paired tRCM

b∗0
30 0.10 0.875 0.871 1.000 0.958 0.971 1.000

0.15 0.884 0.915 1.000 0.971 0.980 1.000
0.20 0.904 0.910 1.000 0.978 0.978 1.000
0.25 0.912 0.935 1.000 0.984 0.986 1.000
0.30 0.936 0.946 1.000 0.986 0.990 1.000
0.35 0.955 0.951 1.000 0.994 0.992 1.000
0.40 0.963 0.971 1.000 0.995 0.995 1.000
0.45 0.963 0.974 1.000 0.996 0.997 1.000
0.50 0.979 0.985 1.000 0.997 0.998 1.000
0.55 0.991 0.988 1.000 0.999 0.999 1.000
0.60 0.991 0.998 1.000 0.999 0.999 1.000
0.65 0.989 0.998 1.000 1.000 1.000 1.000
0.70 0.997 0.999 1.000 1.000 1.000 1.000
0.75 0.999 0.999 1.000 1.000 1.000 1.000
0.80 1.000 1.000 1.000 1.000 1.000 1.000
0.85 1.000 1.000 1.000 1.000 1.000 1.000
0.90 1.000 1.000 1.000 1.000 1.000 1.000
0.95 1.000 1.000 1.000 1.000 1.000 1.000
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Table 14: Probabilities of rejection when H0 is not true (µy = 1.5µx) of the
test statistics Wilcoxon matched pairs signed-ranks test, Paired sample t-test
and tRCM

b∗0
, sample size n = 40, and rxy be varied from 0.10 to 0.95, α = 0.01

and α = 0.05.

n rxy α=0.01 α=0.05
W Paired tRCM

b∗0
W Paired tRCM

b∗0
40 0.10 0.963 0.976 1.000 0.994 0.994 1.000

0.15 0.975 0.971 1.000 0.997 0.997 1.000
0.20 0.977 0.980 1.000 0.998 0.998 1.000
0.25 0.980 0.983 1.000 0.988 0.998 1.000
0.30 0.992 0.992 1.000 0.999 0.999 1.000
0.35 0.991 0.997 1.000 0.999 1.000 1.000
0.40 0.995 0.996 1.000 0.999 1.000 1.000
0.45 0.995 0.997 1.000 1.000 1.000 1.000
0.50 0.997 1.000 1.000 1.000 1.000 1.000
0.55 0.999 1.000 1.000 1.000 1.000 1.000
0.60 1.000 1.000 1.000 1.000 1.000 1.000
0.65 1.000 1.000 1.000 1.000 1.000 1.000
0.70 1.000 1.000 1.000 1.000 1.000 1.000
0.75 1.000 1.000 1.000 1.000 1.000 1.000
0.80 1.000 1.000 1.000 1.000 1.000 1.000
0.85 1.000 1.000 1.000 1.000 1.000 1.000
0.90 1.000 1.000 1.000 1.000 1.000 1.000
0.95 1.000 1.000 1.000 1.000 1.000 1.000



A COMPARATIVE STUDY ON THE EFFICIENCY OF TEST... 69

Table 15: Probabilities of rejection when H0 is not true (µy = 1.5µx) of the
test statistics Wilcoxon matched pairs signed-ranks test, Paired sample t-test
and tRCM

b∗0
, sample size n = 50, and rxy be varied from 0.10 to 0.95, α = 0.01

and α = 0.05.

n rxy α=0.01 α=0.05
W Paired tRCM

b∗0
W Paired tRCM

b∗0
50 0.10 0.991 0.991 1.000 0.999 0.999 1.000

0.15 0.992 0.996 1.000 0.999 0.999 1.000
0.20 0.994 0.996 1.000 0.999 1.000 1.000
0.25 0.998 0.997 1.000 1.000 1.000 1.000
0.30 0.998 0.999 1.000 1.000 1.000 1.000
0.35 0.999 0.999 1.000 1.000 1.000 1.000
0.40 0.999 1.000 1.000 1.000 1.000 1.000
0.45 0.999 1.000 1.000 1.000 1.000 1.000
0.50 1.000 1.000 1.000 1.000 1.000 1.000
0.55 1.000 1.000 1.000 1.000 1.000 1.000
0.60 1.000 1.000 1.000 1.000 1.000 1.000
0.65 1.000 1.000 1.000 1.000 1.000 1.000
0.70 1.000 1.000 1.000 1.000 1.000 1.000
0.75 1.000 1.000 1.000 1.000 1.000 1.000
0.80 1.000 1.000 1.000 1.000 1.000 1.000
0.85 1.000 1.000 1.000 1.000 1.000 1.000
0.90 1.000 1.000 1.000 1.000 1.000 1.000
0.95 1.000 1.000 1.000 1.000 1.000 1.000
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Figure 4: Power of the test of test statistics Wilcoxon matched
Pairs signed-ranks test, Paired sample t-test, and tRCM

b∗0
, µy = 1.5µx,

α = 0.01, and rxy be varied from 0.10 to 0.95.(a) n=10,(b) n=20,(c)
n=30,(d) n=40 and (e) n=50.
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Figure 5: Power of the test of test statistics Wilcoxon matched
Pairs signed-ranks test, Paired sample t-test, and tRCM

b∗0
, µy = 1.5µx,

α = 0.05, and rxy be varied from 0.10 to 0.95.(a) n=10,(b) n=20,(c)
n=30,(d) n=40 and (e) n=50.

A similar finding is found when n is varied from 5 to 100 and the value of
rxy is varied from 0.05 to 1.00, as shown in Fig. 6. As regards the power of
the test ratio of the Wilcoxon matched-pairs signed-ranks test to the tRCM

b∗0
at

the significance level of α = 0.01, as shown in Fig. 6(a), and at the significance
level of α = 0.05, as shown in Fig. 6(c), it is found that the ratio of the power
of the test Wilcoxon

tRCM
b∗
0

< 1 when n ≤ 45 and r ≤ 0.45. That is, the power of the

test of the latter is higher than that of the former. In contrast, the power of
the test of the two test statistics does not differ when n > 45 and r > 0.45
at the significance level of both α = 0.01 and α = 0.05. As for the power of
the test ratio of the paired sample t-test to the tRCM

b∗0
at the significance level

of α = 0.01, as shown in Fig. 6(b), and at the significance level of α = 0.05,
as shown in Fig. 6(d), it is similarly found that Paired sample t−test

tRCM
b∗
0

< 1 when
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Figure 6: Comparison the ratio of the power of the test where µy =

1.5µx (a) Wilcoxon
tRCM
b∗0

, α = 0.01.(b) Paired sample t−test
tRCM
b∗0

, α = 0.01.(c)

Wilcoxon
tRCM
b∗
0

, α = 0.05.(d) Paired sample t−test
tRCM
b∗
0

, α = 0.05.

n ≤ 40 and r ≤ 0.40 . That is, the power of the test of the latter is higher than
that of the former. In contrast, there is no difference in the power of the test
between the two test statistics when n > 40 and r > 0.40 at the significance
level of both α = 0.01 and α = 0.05.

5. Conclusion and Discussion

From the analysis of the efficiency of the Wilcoxon matched-pairs signed-ranks
test, the Paired sample t-test, and the tRCM

b∗0
, when σd̄ of paired sample t-

test and σb∗0 of regression center model are considered, it is found that the

value of σb∗0 is lower than that of σd̄, likely due to σd̄ =

√

σ2
y+σ2

x−2ρxyσxσy

n .
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Additionally, σb∗0 =

√

(σ2
y−ρ2xyσ

2
y)

n causes the value of tRCM
b∗0

to be higher than
that of Paired sample t-test, resulting in the former involving a higher chance
of hypothesis rejection than the latter. With regards to the ability to control
Type I errors, it is found that the Wilcoxon matched-pairs signed-ranks test
and the Paired sample t-test are efficient under all scenarios, while the tRCM

b∗0
performs well when the value of rxy is not excessively high, that is, lower than
0.80. In contrast, the tRCM

b∗0
loses its ability to control Type I errors in case

the value of rxy goes beyond 0.80. As for the power of the test, it is found
on the contrary that the tRCM

b∗0
fares the best under all scenarios, followed by

the Paired sample t-test and the Wilcoxon matched-pairs signed-ranks test,
respectively. In addition, the power of the test of the tRCM

b∗0
is stronger with

an increase in the value of the correlation rxy and the sample sizes. Moreover,
when the value of rxy , the ratio of the mean difference between the two datasets
(µy = 1.3µx, µy = 1.5µx) , and increases in sample sizes are compared, it is
found that the most influential factor is the second. That is, an increase in the
mean difference between the two datasets will lead to such a growth in the power
of the test of the three test statistics that it converges. Based on the present
findings, it can thus be concluded that actual applications of the three test
statistics in testing the difference between two dependent datasets should take
account of the following considerations. Generally, the Wilcoxon matched-pairs
signed-ranks test and the Paired sample t-test are the test statistics to be opted
for in case the emphasis is the ability to control Type I errors. However, the
tRCM
b∗0

may be a feasible alternative provided that the correlation coefficient rxy
of the two datasets under investigation does not exceed 0.80. More importantly,
such a test statistic is the strongest in terms of the power of the test under all
scenarios.
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