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Abstract: The aim of this paper is to present a numerical method to solve of a
class of singular second order nonlinear differential equations. The singularity of
the nonlinear differential equation is modified by L’Hospital rule and boundary
condition y'(0) = 0. The collocation method yields an nonlinear system and
Newton’s iterative method solves the nonlinear system. Numerical examples
are presented to illustrate the efficiency of the presented method with respect
to the other methods.
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1. Introduction

Many numerical methods for singular second order nonlinear differential equa-
tions have been proposed in recent years. For example, Pandey and Singh [6]
employed a finite difference method for a class of singular second order non-
linear differential equations. Kadalbajoo and Aggarwal [4] solved the differen-
tial equation on two subintervals, which is called spline Chebyshev economized
method. Kanth and Bhattacharya [7] reduced the nonlinear term to linear term
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and applied B-spline functions to solve the differential equation by modifying
the resulting set around the singular point. Abukhaled et al. [1] modified
the singularity by L’Hospital’s rule then two methods are presented. The first
method is spline Chebyshev economized method introduced in Abukhaled et
al. [1] and the second method is adaptive splines method introduced in Khuri
and Sayfy [5]. For more information, see Chawla and Katti [2] and El-Gebeily
and Abbu-Zaid [3]. This paper focuses on the following singular second order
nonlinear differential equation

y'(0) =0, e
ay(1) + By'(1) = ~.

We apply L’Hospital’s rule idea introduced in Abukhaled et al. [1] and
Khuri and Sayfy [5] to overcome singularity. Implicit collocation method based
on Legendre polynomials is employed for (1) and this method yields a nonlinear
system. One can solve the nonlinear system by Newton’s iterative method, but
the main problem to apply Newton’s iterative method is to choose initial vector.
The linearization strategy help us to find the initial vector for Newton’s iterative
method. We will explain this method in the next section completely.

2. Implicit Collocation Method

This section presents a numerical method to solve singular second-order differ-
ential equation (1) by Implicit Collocation method. If the collocation method
is applied for (1) with the collocation points 9 = 0 and z; = i + h,h = 1/N
then a problem will be appeared by substituting o = 0 as collocation point.

a@y/ () o

modify this problem we apply L’Hospital’s rule on the second terrarcl of (1) as
x approaches zero. Note that boundary condition 3/(0) = 0 helps us to apply
L’Hospital’s rule on the second term of (1). This idea has been presented in
Abukhaled et al. [1] and Khuri and Sayfy [5]. Problem (1) can be written as
follows at g = 0 by L’Hospital’s rule,

This problem is appeared in the second term of (1) which is

(14 q(20))y" (z0) + ¢'(z0)y' (z0) = f(w0,¥). (2)

Now, we can introduce Implicit collocation method for singular second order
differential equation (1). Let N be an arbitrary natural number. Consider the
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following approximate solution,

N+2

yy(@) = eiLi(x), (3)
i=0
with unknown ¢;,7 = 0,..., N + 2 and L;(z) is shifted Legendre polynomial on
[0, 1], that is,
Li(z) = P;(2z — 1), 0<z<1, i >0,
Py(x) =1, Pi(x) =z, -1<z<1,
P (z) = (2,5—3) Pu(z) — (kiﬂ) Poi(x), k>1.

We will obtain the above unknown coefficients by the following nonlinear sys-
tem,

9,(C) := (14 q(x0))y}, (x0) + ¢ (x0)y), (x0) — f(x0,yy (x0)) =0,
(4)

0,01(C) = o) + Dy () — sy, (@) =0, 1< < N,
J

where z; = g+ jh, 0 =0, h =1/N, C = [co, ..., ¢y, ,]" and y, introduced in
(3) which consists ¢;’s unknowns. The first equation of (4) has been obtained
from (2). The system (4) consists of N + 1 nonlinear equations with N + 3
unknowns. Substitution of approximate solution y, into boundary condition

of (1) yields:

( N+2
Inio (C) = Z CiL;(xO) =0,
=0

N+2 N+2
InialC) =@ ciLli(zy) + 8 ) eiliey) =7 =0.
i=0 i=0

The system of nonlinear equations (4)-(5) consist N + 3 equations with N + 3
unknowns. We can drive the nonlinear system (4)-(5) as follows:

G(C) = (9,(C),...,95,5(C)) =0. (6)
To solve the nonlinear system (6) by Newton’s iterative method we need
initial vector C'°) for Newton’s iterations

O+ — k) _ g1

o (G(CW)), (7)
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Jg is the Jacobian matrix for vector value function G, and ||C*+D — C*)||, <
¢ is the stoping criterion of (7) for given € > 0. The main problem in the
Newton’s iterative method is to determine the initial vector C(©). To overcome
this problem, we convert the nonlinear system (4) to a linear system by Taylor
expansion of the nonlinear term f(x,y). System (5) is linear, then we will
obtain a linear system of N + 3 equations with N 4+ 3 unknowns. By solving
the linear system we can obtain an initial vector C©) for iterative method
(7). Note that one can solve problem (1) by the mentioned linear system but
the approximate solution converges to exact solution slowly, because the linear
system is approximate system. We prefer to solve nonlinear system (4)-(5).

3. Numerical Examples

In this section, we solve two examples. L’Hospital’s rule modifies the singularity,
then the collocation method yields a nonlinear system. To solve nonlinear
system, we convert the nonlinear system to a linear system for getting initial
vector of the Newton’s iterative method. To stop iterative method (7) we
employ the stopping criterion ||C*+D — C®)||; < 10740 for both examples. All
computations have been run by Maple 15 software.

Example 3.1. Consider the following singular second order boundary
value problem

523(5x° exp(y) —x — b — 4)
4+ 2°

+b
y'(@) + —y/(2) =

y'(0) =0,
y(1) + 59/ (1) = —(5 + In(5)).

9

The exact solution is — In(z® + 4). This problem is related to oxygen diffusion
problem. L’Hospital’s rule and the linearization of the collocation system yield
the initial vector C'(?©). Tables 1-3 show the error of implicit collocation method
(ICM) for b = 0.25,1,8, the number of iteration (NI) of Newton’s iterations,
the error of spline method (SM) in Abukhaled et al. [1] and also, the error of
finite difference method (FDM) in Pandey and Singh [6].

Example 3.2. Consider the following singular second order boundary
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value problem

Y@+ 2y (@) + () =0,
y(0) =0,
u(1) =%

The exact solution is (1—1—%2)%1 This problem is related to astronomy; the equi-
librium of isothermal gas spheres problem. The linearization and L’Hospital’s
rule imply that the initial vector C©). Table 4 shows the error of implicit collo-
cation method (ICM), the number of iteration (NI) of Newton’s iterations, and
the error of adaptive spline method (ASM) in Khuri and Sayfy [5].

Table 1: Example 3.1: b=0.25

N ICM NI SM FDM

16 1.1le—07 2 7.7¢e—04 1.1e—03
32 95e—-15 3 19e—-04 3.0e—04
64 13e—28 4 49e—-05 T7.6e—05

Table 2: Example 3.1: b=1

N ICM NI SM FDM

16 1.1e—-07 2 7.7e—04 1.4e—-03
32 19e—15 3 19e—-04 3.6e—04
64 13e—28 4 49e—-05 9.2e—-05

4. Conclusion

The presented method solves a class of singular second order differential equa-
tion numerically. L’Hospital’s rule and boundary condition y'(0) = 0 help us
to modify the singularity of differential equation, then the collocation method
yields a nonlinear system. The main problem to solve a nonlinear system by
Newton’s iterative method is to choose an initial vector for Newton’s iterative
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Table 3: Example 3.1: b =8

N ICM NI SM FDM

16 1.4e—-07 2 25e—-03 4.1e—03
32 lle—14 3 6.3e—04 9.7e—04
64 1.6e—28 4 15e—04 23e—04

Table 4: Example 3.2.

N ICM NI ASM

16 1.8e—14 4 1.4e—-07
32 12e—-25 4 9.0e—09
64 23e—48 5 5.6e—10

formula. To overcome of this problem, we apply the linearization strategy by
Taylor expansion, which yields an approximate linear system. The solution of
the linear system is proposed as initial vector for Newton’s iterative method.
The presented method has been employed for two applied examples and the
comparison of the methods illustrates the efficiency of the presented method
with respect to the other methods.
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